Chapter 1 Vector Spaces
1-1 Vector Spaces and Linear Combinations

Vector space V: V is a set over a field F if Vx, yeV and Va, beF, 3!
ax+tbye V.

Eg. R* is a vector space. For (a,b), (c,d) € R’, we can check:
-4(a,by=(-4a,-4b) € R?, 3(a,b)-7(c,d)=(3a-T¢,3b-7d) € R?, etc.

ax+by

Eg. Show that the set of all polynomials P(F) with coefficients from F is a vector space.

x:f(x)=ax"+a x""'+--+a
(PTOOD f() n n-1 0

y:g(x)=bx"+b, x""+---+h } eP(F), Va,beF, (aftbg)x)=aflx)+bg(x) e P(F)

1)x+yeW, where x e W and y e W
2)aer, whereae F and xeW
3) 0inV =0eW

Subspace, W: A subset W of V' is subspace of V< E
(4 x+y=0forxeW=yeW

Eg. R’is a subspace of R’. For (a,b,0), (c,d,O)eRz, we can check: (a,b,0)+(c,d,0)=(a+c,b+d,0)eR2,
-3(a,h,0)= (-3a,-3b,0) € R?, (0,0,0) € R*, (a,b,0)+(-a,-b,0)=(0,0,0) and then (-a,-b,0) € R?, etc.

Eg. V and {0} are both subspace of V.

Theorem Any intersection of subspaces of a vector space V'is a subspace of V.
Theorem W; and W, are subspaces of V, then W, U W, is a subspace < Wi W, or W, c Wj.

Sum of two sets, S1+S,: §;+S>={x+y: xe S| and ye S, }.
Eg. Let Si={cos(x), cos(2x), cos(3x), ..} and S,={sin(x), sin(2x), sin(3x), ...}, then
S§1+8>={cos(x)+sin(2x), cos(2x)+sin(3x), cos(5x)+sin(x), ...}.

Theorem W, and W, are subspace of V, then W;+W, is the smallest subspace that contains both
Wi and W,.

Direct Sum, W@ W,: W, & W, it WiNW,={0} and W=W+W,.

Eg. F'= W, ®W,, where o :{(al’m’a”—l’o)EF -a, :0}
Wz:{(Oa"',o,an)eF":alzazz...:a 20}

Eg.P(F)=W169W2, where VV] = Jl{f(x)=612n+1x2n+1 t--taxia,=a,=a, =" =0}
g

W, =1g(x)=b,,x*" +---+b, :b, =b, = b, :...:0}



Even function: f{-x)=f(x), Odd function: f{-x)=-f(x)

Eg. xz, x2-7x10, cos(x) are even functions, but x, 3x-2x° +5x7, sin(4x) are odd functions.

Theorem W;and W, are the set of all even functions and the set of all odd functions in F(C,C),
respectively. Then F(C,C)=W D W,.
(Proof) 1. W, W, are both subspaces of F(C,C)

2. fix)e Wi NWa, fAx)=f(-x)=-Ax)=fix)=0, .". W NW,={0}

) =g+ g-]
Let ,then h(x)e W, ,i(x)e W,, .". F(C,O)=W,DW,.

i) =280 - g(-)]

Theorem Let W; and W, be two subspaces of a vector space V over F, and then
V=WOW, = VxeV, A1 x,e Wy, 3! x,e W, such that x=x;+x;.
(Proof) Suppose x=x;+x2=y 12, {xl ew,, {xz eEW,, X1-Y1=)V2-X2
Y Y2
VxX1ViEWL yaxa € Wa, L x1-yi=ya-xa € Wi NWL={0} = x1=y1, x2=)2.

Eg. Let Wy, W5, and W denote the x-, the y-, and the z-axis, respectively. Then R’= WD W, D W;,
win (Z W.)={0}. V (a,b,c) e R, (a,b,¢)=(a,0,0)+(0,5,0)+(0,0,c), where (a,0,0) W1, (0,b,0)€ W>,
J#I

(0,0,c)€ Ws. .. R® is uniquely represented as a direct sum of Wi, W, and W;.

Eg. Let W; and W, denote the xy- and the yz-planes, respectively. Then R3=W1+W2 and
WiNW={(x.p,2) | x=z=0}#{0}. V(a,b,c)eR3, (a,b,c)=(a,0,0)+(0,b,c)=(a,b,0)+(0,0,c), where (a,0,0),
(a,b,0)e W, and (0,b,c), (0,0,c)e W>, .. R® can not be uniquely represented as a direct sum of W,
and W,.

n
Theorem W is a subspace of V and x;, x2, X3, ..., X, are elements of W, then Zaixi is an
i=1

element of W for any a; over F.
i=k
(Proof) n=2, it holds by definition. Suppose n=k (k>2), Zaix,. is an element of W, and then n=k+1,
i=1
i=k+1 i=k

Zaixi =a,,X.,, + (Z a;x,) 1s also an element of I by definition. .". the proofis complete.
i=1 i=1

Linear combination, y=a;x1+a,x,+...+ayx,: It is called the linear combination of x;, x, ..., x, in V,
where a;e F, Vien,xe S and S is a nonempty subset of V.

Span(S) (the subspace generated by the elements of S): The subspace consists of all linear
combinations of elements of S.

Eg. S={x.y}, then Span(S)={ax+by: V a, be F}={3x-2y, -6x+1.5y, 4.3x+7.45y, 2x, -Ty, ...}.



Theorem (a) S is a nonempty subset of V= Span(S) is a subspace of V. (b) Span(S) is the smallest
subspace of V' containing S in the sense that Span(S) is a subset of only subspace of V' that

contains S.

N « b] 1 0] [o 17 [o o] Jo o
Eg. "."Va,b,c,deF, =a +b +c +d ,
c d 0 0 0 0 1 0 0 1
Moo RI=S 1 0Y(0 1)Y(O0 O0)(O0 O
.. 2><2() pan( O Oa 0 051 Oa 0 1 )'

at+b-c a+c—>b b+c—a

Eg‘ N (a,b,c)=a(1,0,0)+b(0,1,0)+c(0,0,1)= (1a1’0)+T(1’091)+

0,1,1) Va,b,

ceF, .". R*=Span({(1,0,0),(0,1,0),(0,0,1)})=Span({(1,1,0),(1,0,1),(0,1,1)}).
1 0 -
Eg. Plot Span(L} yu Span({l} )- [2006 ’F",?::‘[-K?L?—J Efr|
1 1 . 0 0 , 1 0 .
(Sol.) Span( L} )=a {J : a line of x=y, Span( L} )=b L} : the y-axis. Span( L} YU Span(L} ): a union of

1 0 1 0
x=y and the y-axis. Note: Span(| |)USpan(| |)#Span(| |)+Span(|  |)= . is the xy-plane.
4 1 1 1 1 |a+b

Eg. Let S={x,x3, ...,xn} be linearly independent set and their coefficients be selected from {0,1}.
How many elements are there in Span(S)?

0
(Sol.) If ye Span(S), y=a1x1+axx,+...Fanx,, a, = {1 , .. 2" elements.

Theorem Span(p)={0}.
Theorem A subset W of a vector space V'is a subspace of V< Span(W)=W.
(Proof) "<" : "." Span(W) is a subspace of V, .". W= Span(W) is a subspace of V.
"=": If Span(W)=W#W, W’ is a subspace of V.
" W= Span(W) is the smallest subspace of V' containing W, .". Wis a not subspace of V.
It is contradictory to the statement. .". Span(W)=W"=W.

Theorem (a) If §1 and S, are subspace of V' and §; .S», then Span(S;) = Span(S-).
(b) Span (S1NS>) = Span(S1)NSpan(S>). [’F"["\”WI]
(Proof) (a) y=a,x, + a,x, +---+a,x, € Span(S,) , ai€ F and x;€ S,
w8, cS,,.x, €8, = yeSpan(S,), .. Span(S,) < Span(S,)
b)-S, NS, S, .. Span(S, N S,) < Span(S,)---(1)
and S, NS,  S,,.. Span(S, NS,) < Span(S,)---(2)
by (1),(2) = Span(S, N S,) < Span(S,) N Span(S,)



Theorem If S| and S, are subspace of V, then Span(S1 U S,)=Span(S)+Span(S>). [’F' }J\W

Span(S
{ pan(s) c Span(S1 uSZ)

P .. Sl (S S) .
(Proof) . SC us,), Span(s,) =

2
Suppose Span(S; U S»2)=Span(S:)+Span(S,)+W, where W 1is independent of S; and S, and
Wcl(:S,S,clV).LetSi=Sa=W=¢, .. Span(S, US2)= Span(S:)+ Span(S-)

1-2 Linear Dependence and Linear Independence
Linear dependence & linear independence: For xi, x2, ..., X, €S, Zaixi =0 if 3 a1, ay, ..., a, are
i=l
all zeros, then S is linearly independent; otherwise, S is linearly dependent.
2’] Eg. (3,2) and (-6,-4) are linearly dependent because of 2(3,2)+1(-6,-4)=0,
" / > but (1,2) and (3,2) are linearly independent because of only

-b 3
A 0(1,2)+0(3,2)=0
4

v

Theorem V'is a vector space, S1 S, V.
(a) IfS; is linearly dependent, then S, is also linearly dependent.
(b) IfS; is linearly independent, then S is also linearly independent.

Basis: A basis [ for a vector space V' is a linearly independent subset of J that generates V.

Dimension, dim(V): The unique number of elements in each basis for V.

Theorem If V=W ® W,, then dim(V)=dim(W,)+dim(W>).

Eg. v ¢ cR?, we have ?=a ! +b 0 . Thus { ! , 0 } is the basis of R? and dim(R%)=2.
b b 0 1 0|1
a| a 1 0 0 1] (0] ]o

Eg. vV |b eR3, we have |p|=a|0|+b|1|+c|0|. Thus {{0|,| 1],/ 0|} is the basis of R® and
| c 0 0 1 o110f (1

dim(R*)=3.

Eg. For W={(a1,a2,a3,a4,a5)eR5: ai+as+as=0, a,=a4}, find a basis of W and dim(W).
(Sol.) a1 +as+as=0. Set a,=r, as=s, as=-r-s, and set a,=as=t.
(ai,az,a3,a4,as)=(rts,t,-r-s)=r(1,0,0,0,-1)+#(0,1,0,1,0)+s(0,0,1,0,-1)
Basis of : {(1,0,0,0,-1),(0,1,0,1,0),(0,0,1,0,-1)} and dim(W)=3.



10 1 0 10 1 0
Eg. Let V=Span{A4,,4A3,A3,A4}, where A;1={0 1|,42=| 0 1|,A43=|0 1|,and A4={0 —1|. Find

11 -1 1 01 1 0
a basis for V. [2005?’}“\?5?‘?':]
a=r
a+b+c+d 0 00
=r
(Sol.) ad +bAr+cAs+dAs= 0 a+b+c—d|=|00|=> 5
a-b+d at+b+c 00 ==
d=0
.. A1, Az, A3, and A4 are linearly dependent. In fact, 0.54,+0.54,=A43.

We can drop 43,

a+b+c' 0 00 a'=0
a'A1+b’Ar+c’As= 0 a+b—'|=|00|=:b'=0,.". A1, A2, and 44 are linearly independent.

a'-b'+c' a'+b' 00 c'=0

.. {A41,42,44} 1s the basis of V.

Theorem pf={xi,x3, ...,xp} is a basis for V< yeV can be uniquely expressed as a linear
combination of vectors in f.
(Proof) If y=a,x, +--+a,x, =b,x, +---+b,x,,0=(a, =b,)x, +---+ (a

nn?’

b )x

"." pis linearly independent, .". a,-b, =--=a,-b, =0=>a,=b,,--,a,=b,
Theorem S is a linearly independent subset of V, and let xe V' but x¢S. Then SU {x} is linearly
dependent < x € Span(S).

Eg. Show that in case f={x1,x2,x3} be a basis in R3, then f’={x1,x1+tx2, X1+tx,+x3} is also a basis in
R [ [~ Eryier )
(Proof) Set ax, +a,(x, +x,)+a,(x,+x,+x;)=0--(1). If a,=a,=a,=0, then x;, x;+x2,

x1+x,+x3 are linearly independent

(D)= (a, +a, +ay)x, +(a, +a;)x, + a,x; =0 -+(2)

a,+a,+a,=0 a =0
= <a,+a;=0 = qa, =0, .". x1, x1tx2, x;+x,+x3 are linearly independent.
a,=0 a,=0

. dim(R*)=3, .. B’is a basis of R’.

X, 1 0 Of x, 1 0 O
Another method: X, + X, =1 1 Ofx,|, det(|1 1 O0})=1+£0, .. B is also a basis
X, +Xx, + X, 1 1 1] x, 1 1 1

of R°.



Eg. Determine whether the given set of vectors is linearly independent? [ % “’\%fﬁfﬁ]
(a) {(1,0,0),(1,1,0),(1,1,1)} in R.

(b) {(1,-2,1),(3,-5,2),(2,-3,6),(1,2,1)} in R.

(¢) {(1,-3,2),(2,-5,3),(4,0,1)} in R’.

1 11
(Sol.)(a) det((O 1 1{)=1+#0, .". Linearly independent. (b) 4 vectors in R, .. Linearly dependent.
0 01
1 2 4
(c) det((—-3 -5 0))=-5-36+40+6=5=0, .". Linearly independent.
2 3 1

Eg. Are (x-1)(x-2) and |x-1| - (x-2) linearly independent? [1990 f[1 4+ 7 Fr

(Sol) L. If 1<x, ¢;(x—D(x=2)+c,[x—l|(x=2) =¢,(x = D(x=2) + ¢, (x = )(x=2) =0 = ¢, =,

2.Ifx<1, ¢(x—D(x=2)+c,[x=l|(x=2)=¢,(x = D)(x=2) =, (x—D(x=2) =0=¢, =c,

(1), (2) hold = ¢1=c»=0, .". Linearly independent.

Eg. Given a matrix A= > 3 and a set of matrices S={1 1, 00 , 0 2 , 0 1}.
I -2 I Of|1 1}]0 —1||1 O

Determine if S is a linearly independent subset of M,x,, the vector space of all 2x2 matrices?
Represent the matrix 4 as a linear combination of the vectors in the set S. What are the
corresponding coefficients? [’F' i “\”i—;?‘*?':]

a=0
solyLeta| ! 450 Owe|® 2 |wal® L|[O O L 12 =0 im0
10 11 0 -1 1 0 0 0 b+d=0
b—c=0
S={ b , 00 , 0 2 , 01 } 1s a linearly independent subset of M>x;.
1 0][1 1]]0 -1]|1 O]
e=5 e=5
Let 5 3 :el 1+_O 0 %ZO 2 +h0 1 :>e+2g+h=3:3 f=-=2
1 -2] 1 0 1 1 0 -1 1 0 e+ f+h=1 g=0
f-g=-2 h=-2

Eg. W and W, are finite-dimensional subspace of V, and dim(W)=m, dim(W,)=n (m=>n), then
dim(W1N\W3)<n and dim(W+W>)<m+n. [2010 F’}"\%

(Proof) 1. W\NW, W, .. dim(W\NWy)=dim(W>)=n

2. dim(W+Wo)=dim(W)+dim(W,)-dim(W,N\W>), "." dim(W NW,)=0, .. dim(W,+W,)<m+n



Eg. Let v be the span of the set of vectors $={(1,-1,3),(0,2,1),(1,3,5)}.(a) What is the dimension of v?
(b) Can we use S as a basis of v? [2006?’}*—:]“\%“‘?’:]

(Sol.) (a) Let a(1,-1,3)+b(0,2,1)+¢(1,3,5)=(0,0,0)= a=-1, b=-2, c=1, .". 5={(1,-1,3),(0,2,1),(1,3,5)} is
linearly dependent. *." $'={(0,2,1),(1,3,5)} is linearly independent, .". dim(v)=2.

(b) No!

Transpose of a mxn matrix M, M': An nxm matrix M', in which (M');=M;;.

12
1 35
Eg. M=|3 4|, then M'= .
5 6 2 4 6

In Matlab language, we can use the following instructions to obtain the transpose of a matrix:

>>4=[2,5:0,3]
A =

2

0
>>C=4'
C =

2

5 3

Symmetric matrix: M=M"; that is, M;i=M;;.
Skew symmetric matrix: M=-M'; that is, M;;=-M;, V i#j, and M=0, Vi=j.

1 3 -0.6
0 =35
Eg. A=| 3 2 7 is a symmetric matrix. B= L’ 5 } is a skew symmetric matrix.
-06 7 -8 '

Eg. Show that the set of all square matrices can be decomposed into the direct sum of the set of
the symmetric matrices and that of the skew-symmetric ones. [ f‘*”ﬁl‘ﬁﬂﬁ@ﬁ%]
(Proof) 1. The set of the symmetric matrices W, and the set of the skew-symmetric matrices W, are
both subspaces of M. (F)

2. Ae Wi NW,, A=A'=-A'= A =0, .". W NW,={0}

B=1[4+ 4]
Let ? ,then Be W, ,CeW,, .". Mpa(F)=W,DW,.
czgh—y]



Eg. The set of symmetric nxn matrices M,x,(F) is a subspace W. Find a basis for W and dim(W).
[V [~ ERIBE )

a, 4ap a,
(Sol.) afl ' . , Where ajj=aj;.
a, a,,
1 ] 0 0 0] K ]
0 0 1 0 0
[ ]—a” 0 +a,, 0 +ta,,
0 0 0 0
i 0] i 0| i 1
0 i [0 0 0 i [0 0 0 1]
1 0 0 0 0 0 0 0
+a, 0 +a;, 0 +--+a,
0 0 0 0 0
i 0] | 0 | i 0|
[0 0 0 O ] [0 0 0 0 O] 0 ]
0 0 1 0 0 0 0 0 1
+ay|0 1 0 +ay,|0 0 0 +etoa,,
0 0 0 1 0 0
i 0 i 0] i 0]
4.
dim(W)=n+(n—1)+(n—2)+-~+1=@.

» n(n+1)  n(m-1)
2 2

Note: The dimension of set of skew-symmetric n xn matrices My« (F) is n

Eg. What are the dimensions of the set of all the 5x5 symmetric matrices and that of all the 5x§

skew-symmetric ones, respectively?

(Sol.) Dimensions of the set of all the 5x5 symmetric matriceSZ@ =15

Dimensions of the set of all the 5x5 skew-symmetric matrices=¥ =10



